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Summary 
 
Full waveform inversion suffers from premature convergence to non-informative minima when the 

initial model is not accurate enough. Extension strategies rely on introducing additional degrees of 

freedom to the FWI problem, which makes it possible to fit the observed and the synthetic data in a 

wrong velocity model. This search space extension mitigates the cycle-skipping issue. Receiver 

extension introduces the receiver positions as a free parameter to the FWI problem. This additional 

freedom makes it possible to fit data when the model estimate is poor, circumventing cycle-skipping. 

To handle complex multi-arrival data, our receiver extension strategy uses a time-dependent 

relocalization approach: the receiver position depends on the acquisition time. This method is directly 

applicable to time-domain FWI. In this work, we extend our method to 3D using a parsimonious 

relocalization strategy, which consists in moving the receiver along a one dimensional direction defined 

by the source and receiver locations. This parsimonious relocalization strategy efficiently mitigates 

cycle skipping generated by a crude initial model, while maintaining an affordable computational cost. 

This is illustrated on a synthetic case study based on a modified 3D Overthrust model. 
 



3D time-dependent receiver extension for FWI
Introduction
Seismic Full Waveform Inversion (FWI) is a high resolution subsurface parameters estimation method.
It is formulated as a PDE constrained optimization problem, where the fit between the observed and
calculated data is improved, by iteratively updating a given initial subsurface model. FWI is prone to
converge to non-informative local minima. This occurs when the initial model is not accurate enough,
to match the phases of the calculated and observed data within half the dominant period (Virieux and
Operto, 2009). This is the well known cycle-skipping issue. Numerous strategies have been developed
over the years to mitigate cycle-skipping, the review of which is beyond the scope of this study. We
focus on a class of methods which enriches the search space to alleviate cycle-skipping. This search
space extension makes it possible to fit the data when the model estimate is poor. Extension can be
performed by introducing additional degrees of freedom in the model (Chauris and Cocher, 2017), the
source (or wavefield) (Operto et al., 2023) or receivers (Métivier and Brossier, 2022), to cite a few. We
focus on the latter for its straightforward application to time-domain FWI. Using this strategy, the kine-
matic error of the initial velocity model is compensated by a virtual receiver repositioning. Along the
FWI iterations, this virtual receiver relocalization is forced to the true receiver position. To handle com-
plex multi-arrival data, we have extended this strategy by making the receiver position time-dependent
for 2D FWI (Benziane et al., 2024). In the present study, we extend our method to 3D FWI, using a
parsimonious relocalization strategy. We test our method using a modified version of Overthrust 3D
model (Aminzadeh et al., 1997).
Background
We write the extended-receiver FWI misfit problem as

min
m,∆x(t)

f (m,∆x(t))≜min
m,∆x(t)

1
2

Ns

∑
s=1

Nr

∑
r=1

||dcal,s[m,∆xs,r(t)](xr, t)−dobs,s(xr, t)||22 +αP1[∆xs,r(t)]+βP2[∆ẋs,r(t)(t)].

(1)
The misfit function in equation 1 is bivariate, m being the model subsurface parameters, and ∆x(t) being
the time-dependent receiver relocalization. r and s are the receiver and the source indices, respectively,
with Ns being the number of sources, and Nr being the number of receivers. dobs,s are the observed
data, and dcal,s[m,∆xs,r(t)](xr, t) are the extended calculated data, which are extracted from the synthetic
wavefield at extended receiver positions. The synthetic wavefield is computed using a wave equation{

A(m)us(x, t) = bs(x, t)
dcal,s[m](xr, t) = (Rs,rus)[m,∆xs,r(t)](x, t),

(2)

where A(m) is the wave equation operator, us(x, t) is the calculated wavefield and bs(x, t) is the source
term. The calculated data are extracted from the calculated wavefield at extended receiver positions using
the restriction operator Rs,r, which is defined as a convolution with a Dirac delta function as follows

(Rs,rus)[m,∆xs,r(t)](x, t) =
∫

Ω

δ (x− (xr +∆xs,r(t)))us[m](x, t)dx. (3)

The second and third terms (P1 and P2) on the right hand side of equation 1 are penalty terms for
the receiver position and speed, respectively, with α and β being user defined tuning parameters. The
time-dependent receiver relocalization is parametrized using a polynomial representation

∆x(t) =
ns

∑
j=1

Nℓ

∑
k=1

ak+Nℓ×( j−1)ℓ
Nℓ
k (t), (4)

where ℓNℓ
k (t) are Lagrange basis functions of order Nℓ, ns is the number of segments and ai (i = k +

Nℓ × ( j − 1)) are the values at the control points. The unknowns for this subproblem are therefore
a = (a1,a2, ..,aNℓ×ns+1)

T , and our bivariate problem 1 can be rewritten as
min
m,a

f (m,a). (5)

The minimization in equation 5 is performed using nested-loops optimization, where the outer loop is
the conventional FWI loop which updates the subsurface parameters m, and the inner loop obtains the
ai values which define the time-dependent receiver relocalization using Particle Swarm Optimization
(Kennedy and Eberhart, 1995).

The method has been developed for 2D FWI so far (Benziane et al., 2024). In this work, we extend it to
3D.
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Figure 1: 3D relocalization approach illustration. (a): Relocalization following a fixed angle shown for one
source and two receivers. The source is shown as a black star, the receivers as black inverted triangles, and the
extended receiver positions as black triangles. (b,c): The data fit, observed data shown in a black dashed line, the
calculated in a black solid line and the extended in (b) red and (c) blue, (d): a cross-section of the true model, (e):
a cross-section of the initial mode. Note that the models are invariant in x.

Parsimonious relocalization
A straightforward extension would require the use of 2D La-
grange polynomials allowing the receivers to move freely in
the (x,y) plane. This would significantly increase the num-
ber of control points compared with our previous 2D FWI im-
plementation. We thus consider an alternative parametrization
strategy. Instead of allowing the receiver to move in the whole
2D plane, we restrain its motion along a 1D line connecting the
receiver to the source, which we obtain from the actual posi-
tions of the source and the receiver. This formulation allows us
to use the same parametrization and optimization as in the 2D
case. To illustrate this strategy, we show a simple numerical
experiment using one layer over a half-space (Figure 1). The
true velocity is 2000 m.s−1 in the top layer and 3500 m.s−1 in
the half-space. The starting velocity is set to 2400 m.s−1 in
the top layer, we keep the true velocity in the half-space. The
observed data are shown in a black dashed line, the synthetic
in a black solid line, and the extended calculated data in red
and blue. The receiver moves as a function of the acquisition

Figure 2: A numerical experiment to
support our parsimonious relocalization
strategy. For a single receiver, we per-
form the inner loop optimization for var-
ious angles around the receiver. Each
point correspond to time-dependent ex-
tended receiver positions, the color map
corresponds to the misfit function value.

time to fit the transmitted and reflected arrivals, the positions occupied by the extended receivers at given
acquisition times are shown as black triangles. Allowing the receiver to move following the direction
defined by the source and receiver positions, makes it possible to obtain a fit in the wrong velocity model.
We support our parsimonious relocalization strategy with a simple numerical experiment (Figure 2). In
the same medium, we consider a single source/receiver couple, we perform the relocalization following
a single angle, scanning for 360 angles between [−π,π], obtaining an optimal relocalization for each
angle. We plot the optimal positions obtained for each angle, where the color scale indicates the misfit
function value. Since the receiver position depends on the acquisition time, the plot shows different
receiver positions, which are occupied by the extended receiver at given simulation times. The lowest
cost values are achieved by moving the receiver following angles close to the angle defined by the source
and receiver positions (dark blue color in Figure 2). Therefore, receiver relocalization following a fixed
angle, defined by the source and receiver positions, appears to be sufficient.
Numerical example using the Overthrust model
We test our method using a modified 3D Overthrust model (Aminzadeh et al., 1997). We modify it
by adding a water layer, and reducing the contrast at the seafloor to mimic marine environments. We
generate the observed data using the model shown in Figure 3a, under the acoustic approximation. The
acquisition contains 1024 sources, with 620 m spacing and x-line spacing. As for the receivers, we
use 17161 receivers with 150 m spacing and in-line spacing. For the inversion, we use random source
sub-sampling (Warner et al., 2013). We perform 3 l-BFGS iterations (Nocedal and Wright, 2006) for
each group of 192 shots, for a total of 113 iterations of extended receiver FWI and conventional FWI.
The inversion is performed in the 2-5 Hz frequency band. The initial model is obtained by Gaussian
smoothing of the true model, with a correlation length of 4500 m.
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(a) True model (b) Initial model obtained by Gaussian smoothing of (a)

(c) Reconstructed model obtained using receiver extension (d) Reconstructed model obtained using conventional FWI

Figure 3: Numerical experiment using the Overthrust model. The
⊕

symbol indicates the location where 1D
velocity profiles are extracted, which are shown in the top right panel of each figure, the black dashed line corre-
sponds to the true model.
Conventional FWI fails to reconstruct the velocity model from this crude initial model, which is the
result of cycle-skipping. Extended-receiver FWI velocity model estimation is satisfactory. We are able
to reconstruct the different features of the Overthrust model, which is clear in Figure 3c. We note that the
method struggles to retrieve the correct velocity in the region around x= 15 km and y= 12 km. We show
a x-z section trough this region, where the flat low velocity layer deflects upwards. Nonetheless, these
preliminary results are very satisfactory and warrant further investigation. We extract a 1D velocity
profile, which are shown in the top right panel of each figure. The reconstruction is satisfactory for
depths down to 2 km. In the lower part of the model, the velocity estimation follows the trend of the true
model. Receiver-extension is able to circumvent cycle-skipping by explaining the data when the model
estimate is poor.
To better illustrate how the time-dependent receiver extension works in practice, we show the observed
wavefield, the synthetic wavefield and the extended wavefield at receivers locations (at the surface). The
synthetic wavefield is computed in the initial model (Figure 3b). The extended wavefield is obtained by
allowing the receivers to move as a function of the acquisition time, as such, the data extraction from the
3D synthetic wavefield is performed at extended receiver locations (equation 3), not the actual receivers
positions.

86th EAGE Annual Conference & Exhibition



Figure 4: Wavefield at the receivers locations for the simulation time t = 7.35 s.
The synthetic wavefield (Figure 4b) corresponds to the conventional FWI, where it is simply extracted
from the 3D synthetic wavefield at the actual receivers locations. This synthetic wavefield does not match
the observed wavefield, causing conventional FWI to converge to a spurious minimum. The extended
wavefield on the other hand, resembles –to some extent– the observed one. Our parsimonious relocal-
ization strategy is able to satisfactorily match the wavefield at the surface, in a difficult initial model,
circumventing cycle-skipping. Interestingly enough, this 2D view of the receiver extended wavefield
is reminiscent of the extended wavefield obtained in the frame of Wavefield Reconstruction Inversion
(WRI), an alternative extension strategy where the additional degree of freedom is defined at the wave-
field level. In WRI, the extended wavefield is obtained –everywhere– so as to simultaneously fit the data
and the wave equation in the least-squares sense. Such methods have shown to be very powerful against
cycle skipping however their usage for time-domain FWI is not straightforward (Operto et al., 2023).
Conclusion and perspectives
We show that receiver extension can be extended to 3D. Our implementation relies on a parsimonious
relocalization strategy, which appears to be sufficient to mitigate cycle skipping on a 3D realistic syn-
thetic example, while maintaining an affordable computational complexity. Our preliminary results are
promising, which encourages further investigation. The next step is application to a real industry dataset.
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